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I am pleased to provide this submission to the Senate Select Committee on Information Technologies for its Inquiry into e-Privacy.  The burgeoning area of electronic commerce and consumer databases raises numerous and significant privacy issues.  It is essential that these issues are addressed.  This is important, primarily, in order that the privacy rights of Australians are protected.  It is also essential if the full economic and social potential of e-commerce is to be realised.  Unless consumers have confidence that their personal information will be properly protected during electronic transactions, they will refrain from entering into them.

The emphasis in the submission is on existing and proposed legislative and policy protections, with less emphasis on the more ‘technical’ aspects of electronic commerce.

Privacy - “the right to be left alone”

An individual’s right to privacy is a fundamental human right. This is recognised in a number of international instruments, in particular, the International Covenant on Civil and Political Rights (Article 17) and the OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data. Australia adopted the OECD Guidelines in 1984 and the principles in those guidelines were incorporated in the federal Privacy Act 1988 (Cth) (Privacy Act) and the Privacy and Personal Information Protection Act 1998 (NSW) (PPIPA) , which deal with personal information privacy protection, a component of the broader concept of privacy. However, the right to privacy is not an absolute right. In some circumstances, it must be weighed against other human rights  and against matters that benefit society as a whole.

Privacy NSW

Privacy NSW, the office of the New South Wales Privacy Commissioner, was established in February 1999 under the Privacy and Personal Information Protection Act 1998 (NSW).  My office replaced the New South Wales Privacy Committee, which was created in 1975 and which represented one of the earliest legislative responses to an upsurge of concern about privacy over the previous decade. The Committee was originally set up as a result of recommendations in a 1973 report prepared by the late Professor W L Morison which recommended  a representative body to further study and make recommendations on what governmental action was needed to protect privacy.  Membership of the Committee drew on expertise from the public and private sectors, politics, law and universities.  

From the outset the Committee assumed a dual function.  It initiated research into privacy issues with particular emphasis on the record keeping activities of New South Wales public sector bodies.  It also assumed the role of a privacy ombudsman, investigating and resolving complaints relating to individual breaches of privacy in both the public and private sectors.  The Committee dealt with complaints by providing telephone advice and investigating and reporting on formal written complaints.  The Committee also prepared reports, issues papers and guidelines based on contentious issues identified through complaints.  The continuation of the Committee from 1975 to 1999 testified to the continued need for a body capable of authoritatively addressing the varied range of privacy issues. 

The impetus for New South Wales privacy legislation came from an investigation and report by the New South Wales Independent Commission Against Corruption in 1991-1992 which highlighted a widespread illicit trade in information mostly of a personal nature from government sources.  The ICAC was primarily concerned with the opportunities this trade provided for the corruption of public officials.  However it was obvious that a more systematic and above the board approach to the release of government information would involve privacy considerations.  Further pressure has come from restrictions or proposed restrictions on transborder data flows in privacy legislation adopted by countries which trade with Australia, most particularly those European states who are bound by the European Union’s Data Protection Directive.

Privacy Issues and e-commerce

Introduction

Any new technology creates threats as well as benefits. The Internet offers enormous opportunities. It also harbours risks to the privacy of personal data and communications.  The technology itself is morally neutral, but the type of wide and rapid communication it enables can be problematic for privacy.  The threats to privacy are similar to those that exist in other methods of communication, but they are magnified to an extent by the volume and speed of information transfer.

Collection

Data collection is not a new phenomenon. Many organisations and institutions have long gathered information about customers, mostly for legitimate reasons. Many of these entities are now offering services – and gathering more information – online. Data bases previously stored off line are likely to be stored and accessed online as well.

In addition, the Internet has enabled the creation of new, unique databases of information about consumers. Web sites offering goods and services collect personal information about customers not just from actual transactions, but also from registrations, surveys, contests, promotions, and even the mere fact that an individual clicked on a site. Unlike window shopping or  browsing in a department store, which leaves no record where no purchase is made, clicking on a site can record that a user was there, what she/he looked at, what kind of browser was used and more. Many sites do this through the use of “cookies,” tiny data files a Web site places on a user’s hard drive. Sites use the cookies to remember an individual from one visit to the next, tailoring information to her/his preferences. They can also use them to create a record of all activities on that site.

Large advertising firms can also use cookies to follow consumers from site to site. This “clickstream monitoring” allows marketers to create a dossier of activities and interests accessed and processed through a particular computer, without the user necessarily being aware.  Some of this information, including health, sexual and financial information,  can be highly personal. Even non-sensitive information, when combined and compiled, can become sensitive, creating a new “cyber identity” for an individual that may or may not accurately reflect the person.
 

This was the plan at the center of the recent controversy surrounding the merger of DoubleClick, a large Internet advertising firm which tracks users’ activity across its network so that it can send them targeted ads, and Abacus Direct, which has its own off line data banks on the shopping habits of  Americans, many identified by name and address. The plan to combine this information sparked a public furore and several lawsuits. 

Many informed users have found the collection of such information unacceptable and, in response, they refrain from entering into online transactions or they provide false information. In the US, 42.1% of people have falsified information at one time or another when asked to register at a website.
   In Australia, the Australian Bureau of Statistics has found that while 43 per cent of Australia’s adult population (some six million people) accessed the Internet in the 12 months to February 2000, only 5 per cent of all Australian adults (740,000 people) used the Internet to purchase or order goods or services for their own private use in the same period. 

More recently, Web Bugs and other sophisticated techniques have been developed, which are also used to collect personal information without the user’s awareness or knowledge.  Web Bugs are similar to cookies, but are currently even more difficult to detect or manage. A Web Bug is a graphic on a web page or in an e-mail message that is designed to monitor who is reading the web page or e-mail message. Web Bugs are often invisible because they are typically only 1-by-1 pixel in size. 

Advertising  networks can use Web Bugs, usually in combination with cookies, to add information to a personal profile of what sites a person is visiting. The personal profile is identified by the browser cookie of an advertising  network. At some later time, this personal profile which is stored in a data base server belonging to the network, determines what banner ad the user is shown. 

Another use of Web Bugs is to provide an independent accounting of how many people have visited a particular Web site.  Web Bugs are also used to gather statistics about Web browser usage at different places on the Internet. 

Use and disclosure

Information gathered on the Internet, either covertly or overtly, is used by the collecting entity for its own purposes.  It is often also disclosed to others, sometimes for profit.

Databases assembled by means of such unauthorised collection can be used for a wide range of purposes.  The fact that the collection and storage of this information is increasingly simple, cheap and straightforward and that the information is often a highly sought after commodity, would indicate that, without intervention,  more and larger databases will be developed.

Such databases can be used to tailor advertising and promotions to particular consumer interests (or perceived interests) and the distribution of unsolicited advertising or other information (spam).   Many people find such activities unacceptably intrusive, as indicated by the furore over DoubleClick mentioned above.

Information can also be collected and aggregated from a wide range of other sources, both on and off line, and re-published on the Internet.  Recent examples in Australia have included Wanted World Wide and CrimeNet, commercial operations both of which collect information from third parties and published sources and post it on the Internet, in the stated interests of preventing fraud and protecting public safety.  

As well as being privacy intrusive, such web sites often contain material which is false or inaccurate.  They may also contain information which is out of date (such as an overturned conviction).  There may be very severe consequences for affected individuals in these circumstances.  For example, individuals whose names have recently appeared on paedophile registers in the UK have been victimised and assaulted, despite the fact that the information recorded was incorrect.
  

Publication of personal information on the Internet can also lead to the phenomenon of identity theft, where an individual appropriates another person’s identity, usually by sourcing information about the person from a range of different websites. 

Security

One of the main advantages of the Internet is its ability to easily and quickly connect vast numbers of people and vast amounts of information.  This in turn, however, presents security issues.  Inadequate security controls and protections have led to many reports of unauthorised access to personal information.  A number of widespread viruses and instances of hacking have demonstrated the importance of adequate security controls for all web sites and online data.

Another security issue arises where individuals wish to maintain their anonymity or pseudonymity in online transactions.  Difficulties in authenticating the identity of the person actually entering into the transaction may be one of the reasons that online businesses have largely not offered consumers this choice, despite the existence of enabling technology.

Authentication issues also arise where individuals seek to have access to their own information or to amend it on line.  It is important that the online business or agency can satisfy itself of the authentic identity of the individual, so as not to disclose the information to a third party.  One way around this is to offer access and correction rights using other, off line means, where the identity of the individual can be more easily and securely established.  

Security of personal data, including financial data, is also a prime concern for many people.  It is one of the main disincentives for engaging in electronic commerce. In the US, Forrester Research Inc. has found that “[t]wo-thirds of online shoppers feel insecure about exchanging personal information over the Internet, affecting the amount of time and money consumers spend online.”
  

In Australia, a report published by the then federal Privacy Commissioner showed that, in 1995, more than 70 per cent of Australians felt that computers were reducing the level of privacy in Australia, and nearly 80 per cent thought that  computers made it easier for confidential personal details to fall into the wrong hands.  Only a small minority believed there were adequate safeguards for personal information kept on computers, and only one in five were confident they understood how new technologies could affect their personal privacy.

Current legislative protections

The Privacy Act 1988 (Cth)  currently applies primarily to the Commonwealth public sector.  The Act applies to the wider community (including the private sector and state and local governments) only in relation to specific categories of information: tax file number information and consumer credit information.  

The New South Wales Privacy and Personal Information Protection Act (PPIPA) was passed in 1998.  Substantial provisions only came into force on 1 July 2000.  The legislation covers New South Wales public sector agencies including local councils and universities.   The PPIPA lays down a set of privacy standards for the NSW public sector. These standards regulate the way public sector agencies deal with personal information.  The PPIPA also gives the NSW Privacy Commissioner the power to investigate and conciliate complaints about breaches of privacy by organisations and individuals who are not public sector agencies. The Commissioner does not have power to make orders or to award compensation, but will conciliate complaints by trying to reach a decision that all the parties including the Commissioner are happy with. 

The federal Privacy Amendment (Private Sector) Bill 2000, (‘the Bill’) which was introduced into the federal Parliament on 12 April 2000, contains provisions, including a set of National Privacy Principles (NPPs), that private sector organisations will have to follow when handling personal information, unless the organisation is subject to a code approved by the federal Privacy Commissioner. 

The stated object of the Bill is to “…ensure that full advantage may be taken of the opportunities that electronic commerce presents for Australian business within Australia and overseas.”
   However, significant doubt has been cast as to whether the provisions in the Bill, in particular the National Privacy Principles, are adequate to achieve this object.

A number of the NPPs have particular significance to e-commerce and online transactions. Principles 1 (Collection), 2 (Use and disclosure) 4 (Data Security), 5 (openness), 6 (Access and correction), and 8 (Anonymity) are of particular relevance.

While these principles offer some protection, the breadth and nature of the exemptions in the Bill undercut both protection and consumer confidence.  The small business and media and journalism exemptions are of particular concern.

Small Business

The Bill contains a wide exemption for most businesses with an annual turnover of less than $3 million.

My main concern in relation to this exemption relates to its complexity.  Individuals wishing to establish the scope of their privacy will be presented with a confusing set of conditions and options.  Businesses and non-government organisations wanting to assure their customers and clients that they take their privacy rights seriously will be left in limbo if their turnover is under $3 million. Organisations will move in and out of the small business category depending on their turnover for the previous year.  Delinquent businesses which minimise their tax liability will be rewarded through exclusion from the privacy scheme.

It is also the case that a large number of ISPs and other internet-based businesses have annual turnovers well under three million dollars.  This means that many of them will be excluded from coverage.

Media and journalism

The Bill includes an exemption for acts done and practices engaged in by media organisations in the course of journalism.  
The combined effect of the way “journalism” and “media organisation” are defined to broadly cover the activities of collecting or preparing of information for dissemination, or disseminating it to the public, is far wider than necessary to protect the freedom of expression through the media.  It will create a large hole in any scheme for information privacy protection.   Of particular interest to e-privacy, it would for example appear to cover any organisation which collects and disseminates personal information over the Internet, presumably including the kind of criminal record information which is currently being made available on the CrimeNet web site.

The Explanatory Memorandum to the Bill itself states that “[t]he definition does not require a media organisation to be solely engaged in journalism.  For example, an organisation which is primarily engaged in promoting and protecting the environment may still be a media organisation for the purposes of the Bill if part of its activities consist of disseminating news and other information about the environment and related issues to the Australian public.”
  The example given could just as easily have been an organisation which is primarily engaged in the sale of goods or services via the Internet. 

Consent

Another area of particular concern in the provisions of the Bill is that of consent.  A number of the National Privacy Principles rely on consent by individual information subjects to the handling of their personal information in specific ways (principles 2.1(b), (c), d(i), 2.4(a)(i), 10.1(a)). These provisions can only effectively deliver privacy if individuals  have sufficient information to understand what uses of their information they are consenting to. One significant difference between government agencies and commercial private sector organisations  is that the latter generally deal with clients or customers on  the basis of an up-front contract.  My office has come across instances of business contracts which, in purported compliance with privacy policies, have asked customers to consent in advance to any use of their personal information.  For example, This effectively precludes the provision of sufficient information about proposed uses or any negotiation by the customer over individual details or disclosures.  This is reported to be particularly prevalent among organisations trading over the Internet. 

For example, Amazon.com, the largest on-line retailer of books in the world, has a “Privacy policy” which opens with the assurance that “At Amazon.com, we are committed to protecting your privacy.”   The very next line however, states that “We use the information we collect about you to process orders and to provide a more personalized shopping experience.”  So, rather than assuring customers that their information will not be used, the policy in fact does the opposite.  

Later in the policy, the following statement appears:

Amazon.com does not sell, trade, or rent your personal information to others. We may choose to do so in the future with trustworthy third parties, but you can tell us not to by sending a blank e-mail message to never@amazon.com. (If you use more than one e-mail address to shop with us, send this message from each e-mail account you use.) 

If the individual does not access and read the lengthy privacy policy and follow the above instructions, Amazon will simply consider itself authorised to sell the individual’s personal information.

Amazon’s definition of consent is also interesting:

By using our Web site, you consent to the collection and use of this information by Amazon.com. If we decide to change our privacy policy, we will post those changes on this page so that you are always aware of what information we collect, how we use it, and under what circumstances we disclose it. 

I hasten to add that Amazon.com is used here merely as an example - there is nothing unique or unusual about its “Privacy Policy”.

The definition of consent in the Privacy Act merely states that it may be implied or express.  Section 27(1)(e) of the Act  which gives the federal Privacy Commissioner power to make guidelines  for the avoidance of interferences with privacy by agencies is to be extended to organisations.  The Privacy Commissioner’s Plain English Guidelines to Privacy Principles 8-11, Guideline No 15 address the issue of consent.  It emphasises the need for consent to be free and informed in a way which would contradict broad waiver provisions, were the same approach to be extended to the National Privacy Principles. I would nevertheless question whether non-enforceable guidelines would provide sufficient protection against the use of general waiver terms. 

In order to provide anything like adequate protection, the Act’s definition of consent should be changed to require it to be informed, or an explicit provision should be included to discourage organisations from contracting out of their privacy obligations.

Existing data

A further concern relates to the transitional provisions which will apply to the principles under proposed section 16C.  Principle 2 dealing with use and disclosure will not apply to personal information collected before the commencement of the Part.  This creates serious practical difficulties for organisations seeking to determine which elements of an ensemble of information about a particular individual are covered.  They will need to stream specific items of information or engage in complex and artificial analysis to determine the extent of their liability under the Act.  

This cut-off date also seems largely unnecessary.  Restrictions on use or disclosure are hardly so severe as to require distinctions based on the time of collection.  Significant industry sectors already claim to adhere voluntarily to privacy principles. Other organisations will have ample warning to get their houses in order. The proposed complaint investigation mechanism can easily accommodate time issues by considering what conduct is reasonable.  Where an organisation is genuinely handicapped in relation to a permissible use of information because it was not required to comply with the principles at the time the information was collected, it would be a simple matter to deem the appropriate notification or consent in the Act.

Health Information

One area of particular concern is the burgeoning development of “e-health” services.  This is one of the most rapidly developing areas of electronic commerce. Health information is about our internal selves and is thus particularly sensitive. Individuals rarely have the knowledge or skills to treat themselves and thus have little choice but to provide health information to a health care provider in order to receive care.  The provision of this information relies on the trust and confidence that has traditionally existed between individuals and practitioners.  I believe a case exists for even more stringent privacy safeguards to be developed where the commercial activities in question are health-related.  This may require a separate, enforceable code for health-related services or separate legislation.

International regulation

Action by a single nation or jurisdiction, however thoughtful and well-considered, can clearly not provide a complete answer to privacy protection on the Internet.  For this reason, Australia also needs to work towards the development of international standards and laws.  This will certainly not be easy - there are large questions around the structure, content  and enforcement of any such laws.  However, if the world can develop laws to regulate the airline industry and air safety, the international maritime industry and international trade, it is surely not beyond us to devise international laws relating to the Internet and privacy protection.  What appears to be lacking is the will to do so. 

Technological responses

As well as the legislative and regulatory responses outlined above, a number of technological responses have been developed in the private and public sectors, to deal with various issues of privacy and security.  None of these “privacy enhancing technologies” (PETs) in themselves offer a complete solution to all of the emerging issues.  Many users of the Internet may not have access to them or be aware that they exist.  As noted above, many users may not even be aware of the privacy risks involved in use of the Internet.  However, there appears to be a growing market for PETs.  Some of the various technologies currently available are:

P3P (Platform for Privacy Preferences)

This is a technical standard developed by MIT’s World Wide Web Consortium (W3C) which attached labels to describe any Internet document or Web site.  When browsing the Web, the system prevents access to sites which the user has set as being undesirable (for example, pornographic or gambling sites). 

Alternatively, the system can present pop-up windows describing a Web site and how it deviates from the user’s preferences.  This can include the web site’s information practices, such as what information it collects, how the  information is used and whether it is disclosed or sold.

While such systems can ensure that personal information is not released without consent, it is too soon to say whether or not it will provide effective protection.  In order to use the platform, individuals must continually reconfigure their privacy preferences, depending on how a particular web site’s privacy practices are labelled.  The system has also been criticised in that it requires individuals to disclose their privacy preferences as a condition of a commercial transaction. 

Digital signatures

Digital signatures are used to authenticate the parties to an online transaction, similarly to handwritten signatures in traditional paper transactions.  However, unlike handwritten signatures, the digital version is transferable and that presents risks of its own, which needs to be recognised and managed. Conversely, digital signatures can authenticate not only the owner's identity but also their relevant business attributes, such as their organisation, position and level of authority. 
Digital signatures generally rely on asymmetric (or public key) cryptography.  This  involves two related keys, one of which only the owner knows (the 'private key') and the other which anyone can know (the 'public key'). The advantages of this technology are that only one party needs to know the private key; and that knowledge of the public key by a third party does not compromise security.
  

A digital signature is a 'message digest' (created by processing the message contents using a special algorithm) encrypted using the sender's private key. The recipient can, by re-creating the message digest from the message that they receive, using the sender's public key to decrypt the digital signature, and comparing the two results, satisfy themselves not only that the contents of the message received must be the same as that which was sent (data integrity), but also that the message can only have been sent by the purported sender (sender authentication), and that the sender cannot credibly deny that they sent it (non-repudiation).

Digital signatures are subject to a form of 'spoofing' by creation of a bogus public key that purports to be that of a particular person, but is not.  In order to address that risk, 'certification authorities' (CAs) have been devised, that  certify that a public key is that of a particular person. 

A dependable CA must have no interest in the business transaction and so should be independent from all parties involved, including applications providers and network carriers. A CA's services include issuing certificates, publishing certificates and distributing them to other users on the network, and revoking certificates that have expired, been lost or made redundant. 

International standards and legislation will be needed to ensure dependable certification processes, through the accreditation of CAs, and thereby give full legal effect to digital signatures. Australia is at the forefront of these initiatives, with its Public Key Authentication Framework
, or PKAF  and its participation in task forces of the OECD and APEC. 

Encryption and Public Key Infrastructure (PKI)

There is a growing consensus that digital signatures and encryption will form the basis for most electronic transactions.  These systems enable the confidentiality  and security of electronic communications to be protected and can provide online authentication of transactions.  While several forms of encryption exist, PKI is generally favoured, often in conjunction with single key systems, as discussed above.

Secure Electronic Transactions (SET)

Using public key encryption techniques and digital signatures, the SET protocol mimics the existing credit card processing system.  Its advantage is that it does not allow the online vendor to read the personal information associated with the credit card, thereby providing greatly enhanced security. 

Electronic cash/virtual money

This involves the avoidance of sending personal information, as in normal credit card transactions, and the sending of electronic cash or tokens instead.  The individual provides no identifiable personal data over the Internet.  In some forms of this technology, the individual remains completely anonymous.

There are a number of other systems designed to protect online privacy and security.  They usually involve encryption/cryptographic techniques.  While some of them offer significant protections, one of the problems inherent in all such solutions is that they are to an extent reactive.  Many threats to privacy posed by information technologies are built into the very architecture of the technology, either by design or accident.  In the future, effective privacy protection will need to be considered at the point of developing the infrastructure and architecture.   

Privacy policies and webseals

One other way for consumers to exercise choice and control is for them to look for and assess Internet privacy policies.  Most online vendors and marketers now realise the value of having such policies.  As seen in the Amazon.com example, above, however, the content of such policies is just as important as their mere existence.

For this reason, webseals such as TRUSTe
,  BBBOnline
 and WebTrust
 have been developed.  In these schemes, the seal company audits and ensures the integrity of members’ privacy policies.  Participating web sites are given a “seal” or trustmark to post on their home page, that confirms that the web site meets the appropriate standards.  They are designed to ensure that the activities of the website in relation to collection, use and disclosure of personal information are open and transparent and to reassure the consumer including by providing some form of complaints process.  However, unlike some other systems (eg. P3P), an individual has no ability to negotiate or set limits on the disclosure of her/his personal data to the Web site, nor to control the site’s use of the data. 

The way ahead

It is clear that the variety and volume of electronic commerce will continue to grow, both in Australia and around the world.   The pace of that growth and the threats it represents to individual privacy however, are dependent on the kinds of protections devised now, both legal and technological.

As can be seen from the preceding discussion, there is no easy answer.  Regulation alone will not offer an adequate solution.  Nor will technological advances.  What is needed is a range of solutions - a privacy architecture - involving a careful, well thought-out combination of:

· effective legislation, with wide coverage, uniform standards and enforceable sanctions;

· industry standards which offer genuine protections, rather than mere rhetoric;

· use of contracts and other common law approaches to complement legislation and standards;

· PETs, to enable and empower individuals to protect themselves wherever practicable ;

· webseals and standards;

· education of consumers, government agencies and the private sector; and

· the development of international standards and laws. 

With such a system in place, Australia could take its place at the forefront of electronic commerce.  Australians could confidently avail themselves of the unprecedented economic and social benefits of the Internet.  Without such an approach, however, the development of electronic commerce in Australia will continue to be fitful and will involve inherent risks to personal privacy.
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