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INTRODUCTION

Privacy is the claim of individuals, groups and institutions to determine for themselves, when, how and to what extent information about them is communicated to others.
 

The impact of new technologies on law enforcement, in particular in the areas identified in the Terms of Reference for this Inquiry, clearly does need to be considered.  My interest in making this submission is to stress the importance of privacy to the Australian community but also to recognise that finding the right balance between privacy and effective law enforcement does involve complex and difficult judgments.  While there are no easy answers, systematic consideration of the issues in any proposed initiative, including the impact on privacy is likely to provide the best way through.  

The Committee has already received submissions to its inquiry about the scope of the issues with which law enforcement agencies are grappling.  Some of the submissions identify law enforcement initiatives that the writers consider are needed to deal with particular issues.  For example there are suggestions about the need to:

· regulate or license Internet service providers (ISPs) (National Crime Authority and others) 

· require proof of identity to open Internet accounts (National Crime Authority and others); 

· require ISPs to retain copies of at least some aspects of customer transactions, for example billing records for possibly extensive periods (Australian Securities and Investment Commission); and 

· introduce measures to deal with increasing identity fraud (National Crime Authority, Attorney‑General’s Department). 

There are complex judgements to be made in considering such proposals that need to take account of the impact of the prevention or detection strategy on the community as well as its efficacy in dealing with law-breakers.  

In looking at future directions in crime prevention including legal and policy responses it is important to recognise that our individual privacy is often taken for granted.  Privacy is clearly perceived by Australians as a fundamental human right, and a right we are eager to preserve in a rapidly changing global environment.  

As always, the challenge in the debate is to balance this important human right with our rights and responsibilities as members of a civil society.  That is, the right to privacy must be balanced against factors that recognise the importance of ensuring government, businesses and law enforcement agencies are able to achieve their objectives in an efficient way. 

In the body of this submission I have set out some more background on the privacy and law enforcement interface and a suggested framework that brings privacy clearly into the assessment of new law enforcement initiatives and into the implementation of any such new initiatives.  

CHANGING LAW ENFORCEMENT ENVIRONMENT 

The landscape for law enforcement as well as the community is in a state of flux.  The dimensions of change include technology, globalisation and the changing role of governments. The challenge for law enforcement is finding responses to: 

· old crimes that are being done in new ways – with mobile phones; using strong encryption to plan and commit ‘traditional’ crimes; or more complete identity theft; and

· new crimes that take advantage of technology.  Some of these are computer hacking and remote theft.

Some of the likely responses will be to adapt existing crime prevention strategies and investigative techniques.  In other cases new strategies will be developed or new powers will be sought.  The technology that is giving rise to new methods for criminals will also make available new law enforcement responses, for example video surveillance particularly:

· when linked to databases of images of known criminals (the proposed NSW Criminal Suspect Identification Systems as reported in Daily Telegraph of 31 May 2001 or a similar arrangement that is reportedly scanning every passenger at Heathrow Airport); or

· linked with software including biometric techniques designed to alert video-surveillance operators when a wanted person was recognised (introduced in the United Kingdom in the Borough of Newham in 1998).  

Existing law enforcement strategies combined with new technologies or powers can add up to a powerful set of tools; the question is when and how to use them while respecting the values of the community including its privacy values.  There are complex judgements to be made here that need to take account of the impact of the prevention or detection strategy on the community as well as its efficacy in dealing with law-breakers.  

The impact of globalisation is an added factor in the complexity of making decisions about law enforcement strategy.  Small countries like Australia may be in the position of having to be policy takers – we may need to conform to a new initiative to avoid being seen as the weakest link or being perceived as out of step.  The consequences here may be the exclusion of the country from intelligence exchange or being perceived as, or indeed become, a haven for criminals.  However, law enforcement strategies developed in other countries may not always or in all respects fit well with the Australian legal system or culture.  An instance of where there is likely to be some pressure on Australia to adopt the law enforcement proposals is the recently finalised Council of Europe Draft Convention No 108 on Cyber‑crime. 

Law enforcement responses are being developed and put in place.  They have varying impacts on privacy (and take different approaches to privacy protection).  The question is how, in building effective law enforcement responses, community expectations about privacy can also be met.  Finding the right balance is not easy, but it is necessary and there are ways of making the problem more tractable.  Given that there are difficult judgments to be made in choosing law enforcement strategies that are consistent to the extent possible with privacy rights, how can these be worked through?  The remainder of this submission sets out some reflections on privacy and then suggests a framework for considering law enforcement and privacy issues.  

COMMUNITY INTEREST IN PRIVACY

Privacy is at the very soul of being human.
 
What is privacy

Opinions in Australia about privacy are strong.  And the numbers that hold strong opinions are growing.  Privacy, as is readily admitted by its proponents, is a concept that is difficult to define.

Privacy according to the Australian Law Reform Commission
 is part of the claim to personal autonomy.  For example it is the interest people have in ensuring the body is not interfered with, without consent.  The claim to personal autonomy is also the claim to have some control over the way in which individuals interacts with others.  This implies ability to exclude others from conversations or into which he or she enters, and to prevent others spying on activities.  It also includes the interests people have in controlling personal information about them.  

David Banisar of EPIC has a similar analysis.  He claims privacy can be divided into four related concepts:

· Information privacy

· Bodily privacy

· Privacy of communications

· Territorial privacy

My Office is part way through two major research projects: Privacy and the Community; and Privacy, Business and Government.  In unravelling privacy, it appears that many Australians find their way into the issue through direct marketing.  92% of respondents to our current survey think businesses should have to ask for their permission before using their personal information for direct marketing purposes.  87% still want their permission sought even if it involves having to respond to permission forms.

This was the strongest response recorded in the topline report for the Office’s Privacy & the Community project.  There are worse privacy intrusions to suffer than some unwanted mail.  However for many, a concern over direct mail springs from a view that they have lost control over the use of their personal information.  

The AustraliaSCAN report
 supports the fact that direct marketing is a major area of privacy concern for Australian consumers.  This study demonstrates that the key concerns are around sales and marketing behaviour.  The top six issues are:

· Business collecting and supplying data to marketing companies

· Sales of mailing lists without permission

· Unsolicited phone calls for purposes of selling products/services

· Tax department checking your bank account without your knowledge

· Unsolicited phone calls for fund raising

· Genetic profiling by insurance companies

Privacy and community interest in crime prevention and detection

The community clearly also wants to be protected from crime, and is willing to concede powers to the law enforcement community.  The Privacy Principles in Privacy Act 1988 (the Privacy Act) recognise this; for example they include exceptions that allow for reasonably justified law enforcement needs in relation to use and disclosure of personal information and to rights of access to personal information.  

In the Office’s research mentioned above 57% of respondents said they would be happy for police to have more access to information on databases if it would lead to a significant increase in crime prevention.  A similar response was reported in the most recent survey by Pew,
 54% of respondents supported the FBI monitoring suspects’ email.  However these are raw figures and any such responses require careful analysis.  In the Pew survey, respondents also expressed distrust of government and 62% thought that a specific law should regulate monitoring of email.  

The Office is still considering the responses to its survey but overall, respondents (to the consumer component of our survey) exhibited a low level of knowledge and understanding of privacy and showed a high and increasing level of interest in their own privacy.  The survey results also suggest that if people had greater knowledge of how personal information circulates that they may have different views about how it is handled, including for law enforcement purposes.

A claim that is often made, as a counter to claims of the importance of privacy, is that ‘if you have nothing to hide you have nothing to fear’.  This claim was part of the debate around the Wee Waa murder investigation.  In the Wee Waa case extensive DNA testing was undertaken in an attempt to resolve the crime.  Leaving aside whether this was necessary, given the eventual ‘self‑identification’ of the suspect, it appears that the community for the most part was willing to cooperate in a wide spread DNA collection where the purpose was specific and they had a guarantee that the genetic material would only be used for that purpose.  

Is it then safe to conclude that the community is willing to completely give up its privacy in the interests of law enforcement?  History, the development of our legal system, episodes in our history of policy corruption and community reaction to undue use of police or law enforcement powers would say not.  For example, community reaction would probably resist strongly a sample from everybody in Australia, just as it would resist fingerprinting the whole population – such an approach tends to suggest that we are guilty until proven innocent.

If the community does have limits about how much invasion of privacy it will bear, and history says that it clearly does, then the notion of nothing to fear, nothing to hide does not help draw a line.  It may simply lead to the assumption that any amount of investigative force, licensing control or surveillance activity is acceptable.  Such an approach will not help build the trust that is a necessary part of the community ceding law enforcement powers to its law enforcement agencies.  If trust is forgone it can have a major impact on law enforcement capability and trust takes time to rebuild.  A recent item on the SBS program Insight is a case in point
.  It discussed reports of Victorian police using excessive force in the collection of DNA samples for inclusion in the national DNA database, CrimTrac.  The segment concluded with the remark that some believe the database is in jeopardy because of the actions in Victoria.  

We suggest that each law enforcement response needs to be thought about in a framework.  The aim of a framework would be to have law enforcement responses that are considered, consistent, measured and accountable.  Law enforcement activities – whether they involve traditional or new techniques – carried out in this way are likely to build and keep trust with the community.

FRAMEWORK FOR ASSESSING LAW ENFORCEMENT INITIATIVES WHERE THEY IMPACT ON PRIVACY

The thinking in the next part of this submission draws on human rights philosophy and practices; thinking on privacy impact assessments, such as those now being used by governments in Canada, New Zealand and the United States; thinking in Australian Law Reform Commission 1983 report on Privacy; and the experience of the Office.

It also has as its base the Privacy Act that sets out in the Information Privacy Principles (IPPs) the approach to handling personal information that most federal agencies, including law enforcement agencies but not national security agencies, are required to follow.  The Act will also apply to most private sector organisations from 21 December 2001.  The privacy principles for the private sector are similar to the IPPs and are known as the National Privacy Principles (NPPs).

Both sets of principles aim to put people in control of personal information about themselves to the extent that it is reasonable and practicable.  They do this by:

· setting limits on collection;

· setting limits on use and disclosure of personal information based on the reason the information was collected in the first place;

· making sure the person knows, in most cases, why personal information is being; collected and what will happen to it;

· giving people rights to see and correct personal information held about them; and

· by making sure that personal information is of good quality when it is used or disclosed and is held securely.

The NPPs include additional principles:

· limiting the use of federal government identifiers

· encouraging organisations to provide options for anonymous transactions where lawful and practicable; 

· requiring personal information to be protected with similar privacy standards when transferred to another country; and 

· requiring consent, subject to a range of exceptions, for the collection of sensitive personal information (including personal health information).

Copies of the IPPs and the NPPs are available from the Office’s website www.privacy.gov.au.  The Office has produced guidelines on the IPPs and draft guidelines on the NPPs.  These are also available from the Office’s website.

The framework set out below suggests that there are two levels to think about.  These are:

· making decisions to proceed with a law enforcement initiative that may have a significant impact on privacy; and

· the privacy protections that should accompany crime prevention strategies that have a wide impact, additional law enforcement powers or other intrusive activities.

Making decisions

The approach set out below is in some ways a cost benefit analysis approach that would allow the inclusion of privacy impacts as well as other considerations in assessment of possible law enforcement strategies to prevent or detect crime. 

What is the problem?

The first step is to scope the problem: how big is it; how serious is it; what evidence is there to support the analysis; and what is the impact on society.  Finding hard evidence for these factors is not always going to be easy.  Crime is after all a secret activity.  A speaker at a recent conference on identity fraud noted, for example, that the extent of identity fraud is ‘difficult to quantify’.  He went on to note some of the reasons he saw for this.  They were: 

· lack of standardised definition;

· not independently recorded;

· no specific offence; 

· lack of centralised agency; and

· minimal reporting.

Even though these issues may be difficult to work through it is worth taking a systematic approach.  The results may assist in choosing between possible solutions and in building community confidence in the approach adopted.  

The federal House of Representatives Economics Committee last year reached a similar conclusion in its Inquiry into tax file numbers that included consideration of identity fraud.  The Committee’s report on its Inquiry, Numbers on the Run, recognised that quantifying the economic impact of identify fraud would be critical in building support for reform in government, business and the community.  The report includes a recommendation that

‘the Commonwealth Government work with other levels of government and industry to develop national statistics on the extent and cost of identity fraud in Australia’.

Identify and assess the range of solutions

There will often be a range of preventative or investigative options for dealing with crime.  Resources available for law enforcement and law enforcement priorities will clearly be significant considerations in choosing amongst these.  The preferred option from a privacy point is of course to decide on the strategy with the least impact on privacy.  The privacy considerations to build in assessing options include the following:

What is the impact on privacy?

For example:

· does it affect many people; 

· will it require many people to change their behaviour – for example to be more constrained in public or to have to present identification in more circumstances, 

· does it involve additional collection of personal information on a large proportion of the community regardless of whether they have been involved in crime;

· what are the flow-on consequences – for example might there be an interest in using the personal information once collected for other, possibly unrelated, purposes;

· does it involve intrusion (physical or on property) or extensive surveillance; 

· how consistent is it with community values about privacy – for example does it involve identity numbers, creation of databases or use of genetic material; and

· is it consistent with the IPPs and NPPs?

The IPPs and NPPs will be an important part of a framework to consider privacy impacts.  What they do at the decision making phase of strategy development is to point to factors that need to weighed up in the overall assessment of an option.  So, for example, does it involve:

· collection of personal information in that would ‘intrude to an unreasonable extent upon the personal affairs of the person concerned’ (IPP 3); 

· re-use of personal information that was collected for another purpose (IPP 10); or 

· identified collection of personal information where identity is primarily required for law enforcement purposes (NPP 8)

The fact that a proposed preventative or investigative measure is not immediately consistent with the IPPs or NPPs does not mean it should not or could not proceed.  In some cases the activity will be able to be accommodated within the exceptions to the principles.  In other cases the measure will be able to proceed once new or amended legislation is put in place.  However, major inconsistencies with privacy principles are an indication to proceed cautiously.

Who will be affected by the strategy?

Thought should be given to who in the community is likely to be affected by the strategy.  Prevention strategies for example may involve widespread surveillance of largely innocent people or additional requirements to produce information that is then held in a permanent record. 

Another aspect to consider is whether particular sectors or groups in the community are likely to be affected.  If the impact is likely to fall more on disadvantaged groups in the community this may suggest that the approach should be modified or a different strategy adopted.  For example, in the early stages of implementation of the Financial Transaction Reports Act 1988 the requirement on financial institutions to make confidential reports to AUSTRAC on all transactions considered suspect was drawing many minor cases of possible social security fraud into the net.  While the community does not find social security fraud acceptable, there was concern that this method of detection was inappropriate to the nature of the crime.  The policy in relation to reporting was amended to ensure that the focus remained on tax evasion and major crime in accordance with the debate when the law was introduced.  

Are solutions working or likely to work 

Again this is likely to be a difficult area to quantify.  It might involve drawing on experience in other jurisdictions or conducting pilot projects.  Teasing out this aspect against different options is likely to be useful in avoiding costly strategies that have little impact or in applying a smorgasbord of solutions in the hope that one will work. 

The current debate on identity fraud suggests a number of prevention and detection options.  For example, in the presentation by Shane Ringin mentioned above suggested options for dealing with identity fraud include:

· data-matching/cleansing;

· single identification number;

· POI [proof of Identity] standardisation;

· on-line verification;

· biometrics;

· electronic identity;

· legislation; and

· single identity entity

The privacy impact and likely efficacy of these strategies will vary.  Working through the strategies, identifying those with the least privacy impact and applying them with a chance to assess effectiveness is most likely to produce a good privacy result.

Another important part of assessing and choosing amongst solutions will often be public consultation or public debate.  

Proportionality 

The general idea here is that a law enforcement response should not be introduced if the adverse impact on privacy is out of proportion with the benefits.  The amount of intrusion and the impact on privacy should be consistent with the nature and impact of the activity being prevented or investigated.  

This is really a question of bringing the social value of the policy to be achieved by an intrusive power or new requirement to provide information or use information into the equation.  For example, extensive video surveillance of street with a view to identifying and punishing jaywalkers is unlikely to meet the test or proportionality.  This Office made a similar point in a submission
 to the House of Representatives Standing Committee on Economics, Finance and Public Administration Review of the ANAO audit report No 37 1998-99 on the management of Tax File Numbers, which led to the Committee’s report Numbers on the Run.  In that submission, the Office identified the routine collection of Tax File Numbers with all real estate transactions as failing the proportionality test. 

Proportionality considerations may also be helpful in deciding between a prevention strategy, that may require extensive collection of personal information about much of the population, and a detection or investigation strategy that involves the more targeted collection of information. 

Privacy protection when implementing crime prevention strategies, intrusive powers or other privacy intrusive strategy or activity

Privacy protection does not stop at the decision making phase although getting the decisions right will have a powerful impact on the level of privacy that Australians enjoy.  The way measures are implemented and the safeguards that accompany them are also crucial.

The points listed below are some of the key elements in building law enforcement responses that can coexist with privacy values. 

How should prevention measures or additional investigative powers be implemented or granted?

The impact of prevention measures or additional powers will range along a spectrum of privacy intrusiveness.  The list below was developed as a response to the use of powers that invaded the privacy of the person or body.  Extensive or intrusive collection of personal information will often need the same sort of treatment.  Where there is likely to be significant impact on privacy the following points should apply: 

· the power should be conferred, or the measure introduced, expressly, not by implication;

· privacy intrusive powers or measures should be conferred by an Act, not by subordinate legislation;

· the grounds on which power of intrusion may be exercised should be stated expressly and in objective terms; and

· the authority to exercise intrusive powers, for example search or seizure should generally be dependent on special judicial authorisation (a warrant); and  

· other intrusive activities, for example seeking documents using statutory notices or other legislative mechanism, would at least require an appropriately senior officer to authorise the activity. 

Application of IPPs/NPPs 

As noted above the privacy principles in the Privacy Act do contain a range of exceptions to allow legitimate law enforcement activity to proceed.  However, unless a law enforcement agency is exempted from the coverage of the Act, as is for example the National Crime Authority, it will still need to consider how the IPPs or NPPs apply to its activities.  

The impact of the exceptions is less control for individuals over their personal information; they may also mean there is less openness about information handling practices and could affect the privacy of a large number of people who are never likely to be suspects in any criminal investigation.  Proper attention to other aspects of the privacy principles can offset the privacy impact here.  This might mean, for example, more attention to security and data quality or to how to provide notice or access wherever to do so is consistent with the effective operation of a measure.  The principles themselves include some requirements in this regard, for example, IPP 11.2 requires federal agencies to make a note on a person’s record where there are exceptional, as opposed to routine, disclosures of personal information. 

Another point that is useful consider here is the development of policies and procedures so that staff will have a clear understanding of what the limits are even where a practice is necessarily undertaken covertly or intrusively.  The Office’s Guidelines for Covert Surveillance by federal agencies or the Australian Competition and Consumer Commission’s guidelines on section 60 of the Trade Practices Act, dealing with undue harassment by debt collectors, may provide useful models. 

Transparency and Accountability 

These two ideas are complementary.  They go to the notion that there needs to be some report back to the community on the operation of intrusive prevention strategies or on the exercise of additional powers and the transparent and independent handling of the inevitable complaints.  The objective is in part to reassure the community that measures are being properly implemented and that safeguards are being adhered to.  The various forms of accountability also allow assessments to be made about whether there needs to be modification or removal of measures or powers or indeed if accountability measures themselves need to be strengthened. 

Accountability – in the form of supervision or reporting – is even more important where there is a need for secrecy in the operation or monitoring of a measure.  It is worth noting that the reporting and oversight requirements for the Telecommunications Interception Act 1979 have increased over time, both in response to additional powers and community concerns about the activity.  

A general principle in relation to accountability and transparency would be that the reporting requirements and independent oversight powers should be commensurate with the extent of intrusion resulting from the activity. 

Review

Regular review of the operation of privacy intrusive prevention or detection measures will help make sure they are or are continuing to do the job they are intended to do.  Reviews also provide the opportunity for measures to be amended or removed if they are no longer necessary.  Reviews are also a way to identify and rectify unintended or undesirable consequences – for example the targeting of the Financial Transaction Reports Act mentioned above. 

COMMENTS ON PROPOSALS IN OTHER SUBMISSION TO THIS INQUIRY

I recognise that the possible initiatives proposed in other submissions are in the main still at the fairly early stages in development and may not yet have been tested in a number of ways including for impact on privacy.  They are also not yet at the level of specific proposals.

However I note that the scope of such proposals is causing some alarm particularly in regard to possible requirements for ISPs to keep some records of transactions for possibly extensive periods.  Press reports of discussion of the proposals liken them to being ‘akin to asking a carrier to record every telephone conversation made over its system or asking Australia Post to photocopy every letter that passes through its offices’ (‘Monitoring too much for ISPs’ Australian IT, 19 June 2001).  In the same article there is also mention of extensive record keeping periods – up to ten years – and to the cost to ISPs of meeting requirements of this nature. 

It is also worth noting that the recent United States Supreme Court ruling that thermal imaging devices ‘erode the privacy guaranteed by the Fourth Amendment’ (in a recent Newsbytes article at www.newsbytes.com.news/01/166848.html).  The Republican House Majority leader and others are seeing this ruling as having an impact on the FBI’s Internet surveillance system, DCS-1000, formerly known as carnivore. (www.newsfactor.com/perl/story/11268.html)

While more targeted approaches in regards to ISP or details of their customer transactions may be warranted such sweeping approaches would in my view be very difficult to justify.  They aim to collect data on the whole population of users on the grounds that criminal activities may be caught in the net.  

The clarifying submission provided by the Action Group on the Law Enforcement Implications of Electronic Commerce (AGEC) (18 May 2001) indicates that proposals will in fact be more targeted than some of the commentary, both in the press and other submissions, suggests.

In particular, the AGEC submission emphasises that  current proposals do not extend to the content, including subject lines, of E-mail; law enforcement access in these circumstances would continue to be subject to judicial scrutiny as set out in the Telecommunications (Interception) Act 1979 (TIA).  The information that may be subject to requirements for law enforcement access is described as “information.., to varying degrees, generated by ISPs in the processes associated with managing a communications network or for billing purposes”.  The information is further described as analogous to call charge records (CCR) and call associated data (CAD) generated by carriers for telephony systems.

The submission notes that law enforcement access to CCRs and CAD is subject to the Telecommunications Act 1997 (TA) and suggests that a similar framework would be put in place for record keeping requirements on IPS.  The submission also notes that the TA gives the Privacy Commissioner a monitoring role in disclosures of personal information for law enforcement purposes.  

I agree that the TA may be a useful starting point for considering retention requirements and law enforcement access to transaction and billing information held by ISPs.  However I suggest that there are a range of matters that will require detailed attention in the further development of proposals.  These are as follows: 

· The monitoring powers given to the Privacy Commissioner under the TA are in fact quite limited.  The TA allows the Privacy Commissioner to inspect records of carriers and carriage service providers to assess whether the record-keeping requirements in the Act have been adhered to.  The powers do not extend, for example, to allowing the Commissioner to assess whether the privacy protection in section 282 – that disclosures are considered “reasonably necessary” – has been properly applied.  In addition, the resources of my Office mean that I am only able to inspect a tiny proportion of records of disclosures actually made.  I recommend the Committee to recognise these limitations in making its recommendations. 

· I recommend the Committee to apply the framework set out in this submission as a way of identifying privacy issues arising from submissions to this Inquiry.  In particular, requirements to collect or retain personal information specifically for law enforcement purposes, that is beyond what is required for the usual business practices of an organisation, should be carefully assessed. 

· The nature of the personal information that may be subject to record-keeping and retention requirements needs to be defined clearly and then an assessment made about what it reveals about a person.  This should in turn lead to an assessment as to whether the TA or the TIA provides the more appropriate framework for a law enforcement access regime for ISPs.  For some time there have been calls to subject CCRs to the same access regime as the content of telephone calls.  The argument is that it is possible to build up a quite detailed picture of a person from traffic data and that where traffic data is used in this way it should be subject to the protection of the TIA.  If record-keeping requirements for ISPs carry potential to collate information that is revealing or intrusive then it is likely that higher privacy safeguards will be appropriate. 

CONCLUSION

As I noted earlier, finding the right way through these issues is complex and difficult.  The fame work I have suggested in this submission may go some way to bringing out the issues for decision-makers to consider.  I would be happy to discuss my comments further with members of the Committee and if the timing of the Committee’s work permits the opportunity to consider any particular recommendations that the Committee may be considering following its examination of submissions.
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