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Example Consenting to a 
photograph being emailed to another 
person but not uploaded to a social 
media website.  

 
(b) consented to the distribution of a 
different intimate image; or  
 
(c) consented to the production of that 
intimate image or a different intimate 
image; or  
 
(d) distributed that intimate image or a 
different intimate image; or  
 
(e) in the case of distribution of an intimate 
image to a particular person, consented to 
the distribution of that intimate image to a 
different person. 

 
53Q Circumstances in which a person does 
not consent 
 
… 

A point for the Committee: intimate images can 
be ‘created’ or ‘produced’ using generative 
artificial intelligence technologies that have 
scraped non-intimate images and/or intimate 
images of people from the internet, including 
social media and pornographic sites. For 
example, a non-intimate image of person A 
could be scraped without consent from person 
A’s social media and used (as training data) to 
potentially produce or create a composite non-
consensual intimate image of another person or 
a person who does not exist. One may not be 
able to identify person A in the composite 
image, but person A’s image has still been used 
in the facilitation of abuse – in the creation or 
production of intimate image abuse. I would 
urge this Committee to seek express 
clarification on the applicability of these 
proposed laws to these circumstances.   

 

Answer to Question 2: Comments on Google’s submission to this Senate Committee 

Google's parent company, Alphabet Inc., is worth trillions of dollars.1 Google is, among other 
things, a public relations machine. Its submission can regurgitate and spruik its policies all it 
wants, but the fact remains that Google directs traffic to non-consensual deepfake sites, which 
are easily available, accessible, and/or discoverable through Google Search. To this day, when 
one searches for ‘deepfake porn’ on Google, ‘MrDeepfakes’ – the world’s biggest deepfake 
intimate abuse site – is the first link on Google Search, followed by a suite of non-consensual 
deepfake abuse sites.2 Google has undoubtedly profited from, and continues to profit from, the 
mass-scale abuse of women by facilitating the availability, accessibility, and/or discoverability 
of these sites. Google is arguably the most significant actor in the deepfake abuse pipeline.  

The Attorney-General’s Department clarified that it is their intention that these proposed laws 
apply to bodies corporates, pursuant to s 12.1 of the Criminal Code Act 1995 (Cth) (Criminal 
Code).3 This is a significant step in the right direction to stem the tide of this abuse. It would 
be useful for this Committee to propose that these proposed laws be drafted again in such a 
way that expressly and clearly sets out the criminal liability for the categories of actors in the 
online industry who transmit and/or create deepfake abuse (for example, a hosting or content 
service), similar to the Criminal Code’s offences for those who fail to remove abhorrent violent 
material.  

 
1 https://www.forbesindia.com/article/explainers/top-10-largest-companies-world-market-cap/86341/1 
2 I was, in small part, involved in a Change.org campaign that has fought to remove these sites. See: 
https:/www.change.org/p/shut-down-mrdeepfakes-and-websites-dedicated-to-image-based-sexual-abuse 
3https://www.aph.gov.au/Parliamentary_Business/Committees/Senate/Legal_and_Constitutional_Affairs/Deep
fake/Additional_Documents 
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I would also urge this Committee to consider that any fines for bodies corporates that may 
result from the application of these proposed laws are directed into a specific compensation 
fund for victim-survivors. The very people who have to suffer this abuse deserve the financial 
support, especially since this abuse has the capacity to potentially impact a victim-survivor’s 
employability, future earning capacity, and education, among other things.  

  


