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Acknowledgment

In the spirit of reconciliation, the NSW Council for Civil Liberties acknowledges the Traditional
Custodians of Country throughout Australia and their connections to land, sea and community. We pay
our respect to their Elders past and present and extend that respect to all First Nations peoples across
Australia. We recognise that sovereignty was never ceded.

About NSW Council for Civil Liberties

NSWCCL is one of Australia’s leading human rights and civil liberties organisations, founded in 1963.
We are a non-political, non-religious and non-sectarian organisation that champions the rights of all to
express their views and beliefs without suppression. We also listen to individual complaints and,
through volunteer efforts, attempt to help members of the public with civil liberties problems. We
prepare submissions to government, conduct court cases defending infringements of civil liberties,
engage regularly in public debates, produce publications, and conduct many other activities.

CCL is a Non-Government Organisation in Special Consultative Status with the Economic and Social
Council of the United Nations, by resolution 2006/221 (21 July 2006).

Contact NSW Council for Civil Liberties

http://www.nswccl.org.au
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Whilst the NSW Council for Civil Liberties (NSWCCL) welcomes the opportunity to make a submission
to the Environment and Communications Legislation Committee (the Committee) in regard to the
Communications Legislation Amendment (Combatting Misinformation and Disinformation) Bill 2024
[Provisions] (the Bill), we strongly assert that the decision to allow only seven working days for public
submissions on such a critical and complex piece of legislation is incompatible with the principles of
transparent governance. This extremely short process will exclude many voices and undermines the
democratic principles of participation and inclusion.

“Everyone has the right to participate in decisions which affect their human rights. Participation must be
active, free and meaningful, and give attention to issues of accessibility, including access to information
in a form and a language which can be understood.™

The NSWCCL submits that the information provided in our previous Submission at Annexure A holds
true. The NSWCCL remains concerned by the harms caused by misinformation and disinformation,
particularly as they relate to the erosion of trust in democratic processes?; the weakening of trust
generally between and among public and private entities®; and the undermining of an informed
populace.*

The NSWCCL supports increased regulatory powers for holding digital platforms accountable and
transparent and agrees with the Bill's overall intent; however, we stand with our civil society colleagues
in recommending amendments to improve public transparency.®

Public Transparency

The Bill requires digital platforms to submit reports to the regulator on their efforts to combat
misinformation and disinformation. The Bill does not require these reports to be made public.
Transparency and trust would be significantly improved by mandating the public release of platform
reports®.

This would allow civil society, independent researchers and the general public to evaluate the efficacy
of measures taken by platforms, fostering a broader public dialogue on how misinformation is being
managed. While the Bill provides mechanisms for the regulator to oversee and ensure compliance from
platforms, it falls short in extending this oversight to the public which NSWCCL believes is a major
deficiency.’

Another risk with lack of public transparency in reporting is the risk of over-censorship. Platforms,
seeking to avoid penalties, may overreact and remove content that falls within grey areas, stifling
legitimate debate. This is especially concerning in contexts where dissenting voices, minority opinions,
or controversial ideas—essential to healthy democratic discourse—are at risk of being labelled as
"misinformation.”

Regulatory transparency ensures that the government can hold platforms accountable, but public
transparency allows for a multi-stakeholder approach, where civil society, journalists, advocacy groups,
and individuals can play an active role in monitoring misinformation efforts. Without public access to

1 Human Rights Based Approaches https://humanrights.gov.au/our-work/rights-and-freedoms/human-rights-based-
approaches

2 Gabriel R Sanchez, Keesha Middlemass, ‘Misinformation is eroding the public’s confidence in democracy’, The Brookings
Institute (Online, 26 July 2022) <https://www.brookings.edu/articles/misinformation-is-eroding-the-publics-confidence-
indemocracy/>.

3 Hosking, Geoffrey. "The decline of trust in government." Trust in contemporary society. Brill, 2019. 77-103.

4 Aimeur, Esma, Sabrine Amri, and Gilles Brassard. "Fake news, disinformation and misinformation in social media: a
review." Social Network Analysis and Mining 13.1 (2023): 30.

5 Australia, Reset. "Achieving digital platform public transparency in Australia." (2024).

5 Flew, T., & Wilding, D. (2021). The turn to regulation in digital communication: the ACCC’s digital platforms inquiry and
Australian media policy. Media, Culture & Society, 43(1), 48-65. https://doi.org/10.1177/0163443720926044

7 Australia, Reset. "Achieving digital platform public transparency in Australia." (2024).
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critical data and reports the regulatory process risks becoming opaque, which could diminish public
trust in both the government and digital platforms.

Media Literacy

The NSWCCL supports the inclusion of digital communications platform providers in the Bill to develop
and update media literacy plans, enabling end-users to identify misinformation and disinformation.
Media literacy is an essential skill to equip people with the ability to critically evaluate the vast array of
content they encounter online.® The recently announced changes to the NSW high schools history
syllabus, which aim to improve students' understanding of democracy, civics and history, are a positive
step towards enhancing their overall grasp of the world and ability to critically analyse information.® As
misinformation and disinformation proliferate across digital platforms, strengthening media literacy is
vital for fostering a well-informed and engaged society.

However, while media literacy is important, it should not be viewed as a panacea or a way for
government to shift the responsibility of combating misinformation onto individuals.*° Digital platforms
are significantly better resourced than any individual could ever be, with access to advanced
technologies and teams of experts. The development of artificial intelligence (Al) and its rapid evolution
further complicates the landscape, as bad actors are constantly finding new ways to exploit
vulnerabilities in information systems. Expecting individuals to shoulder the burden of discerning truth
from falsehood in an environment where they are outmatched by the speed and sophistication of
misinformation campaigns is not only unrealistic but unjust.

There must be a balance between promoting media literacy and enforcing robust, transparent
regulation. While individuals should be empowered to engage critically with the media, platforms must
be held accountable for their role in allowing misinformation to spread.

Clear, enforceable and transparent regulation can ensure that platforms implement effective systems to
identify and mitigate harmful content, while simultaneously promoting transparency and collaboration
with independent researchers. In this way, media literacy and a publicly transparent regulatory
framework can work hand-in-hand to create a more secure and reliable information ecosystem.

Exemptions

The NSWCCL welcomes the inclusion of content authorised by government and authorised electoral
and referendum material into the scope of the Bill. This is a positive step forward providing greater
transparency and accountability.

However, the NSWCCL is concerned that excluding particular content, such as professional news
content, from the definition of misinformation based solely on its source risks undermining the policy
objectives of the legislation. It is our view that the key factor in determining the application of this Bill is
the harm that might be caused by the misinformation or disinformation, rather than where the
misinformation or disinformation originated from.

Professional news that’s misinformation is still misinformation. Professional news content that is
verifiably false can cause immense harm, as we saw with misinformation on COVID vaccines from
some news outlets in 2021.1

8 Jolls, T., & Johnsen, M. (2017). Media literacy: A foundational skill for democracy in the 21st century. Hastings LJ, 69, 1379.
9 ‘Evidence not ideology’: Major overhaul of the NSW high school curriculum
https://www.smh.com.au/national/nsw/evidence-not-ideology-major-overhaul-of-the-nsw-high-school-curriculum-
20240910-p5k9j5.html

10 Bulger, M., & Davison, P. (2018). The promises, challenges, and futures of media literacy. Journal of Media Literacy
Education, 10(1), 1-21.

11 Kirsten Pickles, ‘Covid-19 misinformation trends in Australia: prospective longitudinal national survey’ (2021) 23(1) Journal
of Medical Internet Research https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7800906/
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The best way for news outlets to make sure that digital platforms do not treat their content as
misinformation is by creating good quality content with reliable sources - not by exempting them entirely
from the BiIll.

Human rights framework

Regulating disinformation must be approached through a human rights framework to ensure that the

fundamental rights of individuals are protected. The bill must be grounded in human rights principles

because addressing disinformation requires balancing key rights, such as freedom of expression, the
right to information, and the right to safety.

By incorporating a statutory review by an independent body like the Australian Human Rights
Commission, we can provide greater oversight and ensure that the legislation strikes the right balance.
This approach helps to protect against potential overreach, ensuring that regulation does not unduly
infringe on freedoms while addressing the harms caused by disinformation.

This submission was prepared by Anne Charlton on behalf of the New South Wales Council for Civil
Liberties.

Yours sincerely,

Timothy Roberts
Secretary
NSW Council for Civil Liberties

Contact in relation to this submission: Timothy Roberts
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Custodians of Country throughout Australia and their connections to land, sea and community. We pay
our respect to their Elders past and present and extend that respect to all First Nations peoples across
Australia. We recognise that sovereignty was never ceded.

About NSW Council for Civil Liberties

NSWCCL is one of Australia’s leading human rights and civil liberties organisations, founded in 1963.
We are a non-political, non-religious and non-sectarian organisation that champions the rights of all to
express their views and beliefs without suppression. We also listen to individual complaints and,
through volunteer efforts, attempt to help members of the public with civil liberties problems. We
prepare submissions to government, conduct court cases defending infringements of civil liberties,
engage regularly in public debates, produce publications, and conduct many other activities.

CCL is a Non-Government Organisation in Special Consultative Status with the Economic and Social
Council of the United Nations, by resolution 2006/221 (21 July 2006).

Contact NSW Council for Civil Liberties

http://www.nswccl.org.au
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The NSW Council for Civil Liberties (NSWCCL) welcomes the opportunity to make a submission to the
Department of Infrastructure, Transport, Regional Development, Communication and the Arts (the
Department) in regard to the exposure draft of the Communications Legislation Amendment
(Combatting Misinformation and Disinformation) Bill 2023 (the Draft Bill).

1.2

2.2

2.3

24

Introduction

The NSWCCL acknowledges the harms caused by misinformation and disinformation,
particularly as they relate to: the erosion of trust in democratic processes; the weakening of trust
generally between and among public and private entities; and, the undermining of an informed
populace. However, the NSWCCL is concerned that the Draft Bill does not sufficiently consider
freedoms of expression and assembly, nor take into account the potential for misinformation to
be spread by means and entities that are outside the Draft Bill's scope.

This submission will comment on the Draft Bill's proposed changes to the Broadcast Services
Act 1992 (Cth) (BSA), including submissions relating to:

(a) the exclusion of educational providers, governments, certain electoral and referendum
content and private messages from the application of the regime;

(b) the definitions of harm, misinformation and disinformation;
(©) the determination of serious harm;
(d) the lack of appeal rights for affected individuals; and

(e) additional measures that should be considered to minimise misinformation and
disinformation on digital platforms.

Excluding some sources undermines the policy objectives of the Draft Bill

The NSWCCL is concerned that excluding particular content from the definition of
misinformation based solely on its source risks undermining the policy objectives of the
legislation. It is our view that the key factor in determining the application of this Bill is the harm
that might be caused by the misinformation or disinformation, rather than where the
misinformation or disinformation originated from.

Concerningly, the exclusion of content authorised by government from the meaning of
misinformation carries the implication that such content is truthful by definition, without
exception. This is a dangerous proposition for any free society.

Separately, we note that authorised electoral and referendum material is excluded from the
ACMA's standard and code making powers. While we acknowledge the importance of protecting
freedom of political communication, we note that misinformation and disinformation in
democratic matters can cause significant harm and would expect this to be dealt with in a Bill of
this nature.

Similarly, the NSWCCL takes the view that content produced for accredited educational
institutions should be subject to all of the ACMA’s powers. Given the vital role that education
plays in civil society, it is imperative that mechanisms are in place to protect against situations
like those alleged to have occurred in relation to misinformation about sexual health in some
NSW schools.!

1L Milligan, S Zillman and M Fallon, ABC News (31 Jan 2023, online newspaper) <https://www.abc.net.au/news/2023-01-28/opus-dei-aligned-
schools-praised-ahead-of-four-corners/101903470>.
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Private messaging services are known vectors of disinformation and misinformation and
it is important mechanisms are in place to minimise harm (with appropriate regard to
privacy concerns)

The NSWCCL notes that the ACMA, in its report to government on the adequacy of digital
platforms' disinformation and news quality measures (the ACMA Report), observed ‘increasing
concern about the propagation of disinformation and misinformation’ through private messaging
services.? It took the view that including messaging services within the code, with appropriate
caveats to protect user privacy, would provide important consumer protections.

Maintaining the privacy of conversations held over private messaging services is of utmost
importance to the NSWCCL. We are pleased to see that the content of private messages will be
exempt from the scope of the ACMA’s powers. However, given the above issues highlighted in
the ACMA Report, NSWCCL is concerned that messages sent over a connective media service
will be completely excluded from the Act. While we appreciate that messages among friends
and family should not be monitored, a key means of spreading misinformation and
disinformation is through large broadcast groups with thousands of members — a very different
proposition to family groups, and one far similar to a public square.

Importantly, we note that only the content of private messages is exempt and it is open to the
ACMA to require connective media services to put in place mechanisms to prevent the spread of
misinformation and disinformation. These might include a restriction on the forwarding of
messages (as WhatsApp has previously done)® or the introduction of misinformation reporting
tools, as has been proposed in Europe.*

We strongly encourage the ACMA to take steps to ensure that connective media services which
have a private messaging function, implement mechanisms (such as those discussed above) to
combat misinformation and disinformation. Ideally, such mechanisms would be required by an
industry code, however in the absence of such requirement, the ACMA should develop a
standard to ensure these mechanisms are implemented.

The definition of harm could limit the ability of individuals to protest

The inclusion of 'disruption of public order or society in Australia' and ‘economic or financial
harms to ... a sector of the Australian economy' in the definition of harm may have a chilling
effect on the right to protest, stifling debate and freedoms of assembly and association.

Disruption of public order is a consequence of many permitted peaceful protest activities. For
example, marching on the street in a registered protest is likely to disrupt public order by
stopping traffic. Similarly, ‘economic or financial harms to ... a sector of the Australian economy’
may be a desired outcome for boycott or divestment activities. For example, individuals and
organisations have called for divestment from fossil fuels, including removal of money held at
banks that invest in fossil fuel projects, which may cause economic or financial harm to the
banking and resources sectors in Australia.®

While NSWCCL does not condone the use of misinformation or disinformation by individual
protestors and groups, we express concern that those seeking to use protest strategies that

2 ACMA Report, p 3.
3 ‘More changes to forwarding’, WhatsApp (19 January 2021) <https://blog.whatsapp.com/more-changes-to-forwarding>.
4 Measure 17.1, 2022 Strengthened Code of Practice on Disinformation, European Commission.

5 C Grieve, 'How the global fossil fuel divestment push is testing Australia's resolve’, The Sydney Morning Herald (7 March 2020, online
newspaper) <https://www.smh.com.au/business/banking-and-finance/how-the-global-fossil-fuel-divestment-push-is-testing-australia-s-resolve-
20200305-p5475t.html>.
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would disrupt the public or cause certain economic outcomes would more likely be targeted by
digital platform providers under the proposed regime. Digital platform providers could be obliged
(through a misinformation code or standard) to monitor and address content that may cause
these outcomes. It would be far more cost efficient for a digital platform provider to
algorithmically de-prioritise content including words such as 'boycott' or 'divest’ than to make
determinations as to the veracity of claims made in each post. This would have a severely
detrimental effect on the ability for individuals to protest in online and physical spaces.

4.4  The NSWCCL is particularly concerned about the rights of individuals and community groups
being targeted as the Draft Bill does not provide an avenue to seek appeal from a decision of a
digital service provider that misclassifies content as misinformation (discussed further below in
section 8).

4.5 The NSWCCL submits that 'disruption to public safety and security' should be adopted instead
of 'disruption of public order or society in Australia’, which would align with the current voluntary
Australian Code of Practice on Disinformation and Misinformation (Voluntary Code). In
addition, 'a sector of the Australian economy' should be removed from the list of items to which
economic or financial harms may apply.

5 The definition of misinformation and disinformation should not include 'harm’

5.1 For content to be defined as misinformation and disinformation, the provision of that content
must be ‘reasonably likely to cause or contribute to serious harm’.®

5.2 The inclusion of the harm element within these definitions may limit the type of content governed
by a misinformation code or standard to the matters listed in the definition of harm (including
protected attributes, public order, democratic processes, health, environment, and economic or
financial concerns). In addition, the nature of the consequence (ie, the harm) resulting from the
misinformation or disinformation may not be immediately understood when first assessing the
content.

5.3 NSWCCL submits that the determination of whether misinformation or disinformation may
contribute to serious harm should be considered separately, at the point at which an action is
taken (or not) in relation to that content.

6 The determination of serious harm is unclear

6.1 Serious harm is not defined in the Draft Bill, rather it provides a list of matters to be considered
when making an assessment. The NSWCCL finds that many of the considerations do not relate
to the severity of a 'harm' (as defined), but rather are concerned with whether or not the content
is misinformation or disinformation.” For example, whether or not the content has an attributed
source does not have bearing on the severity of damaged caused to matters listed under the
definition of harm (eg, the Australian environment or the health of Australians).®

6.2 NSWCCL submits that more clarity should be provided as to what constitutes a 'serious' harm
so that digital platform providers and content creators will have a better understanding of the
Draft Bill's application.

7 Service providers have the power to determine the seriousness of harms

7.1  The Draft Bill proposes that the determination of 'serious harm' and the classification as
misinformation or disinformation will be made by the digital platform providers. Under this model,

5 Proposed Broadcast Services Act 1992 (Cth) (BSA) sch 9, s7(1)(d) and s7(2)(d).
" The considerations at proposed BSA sch 9, s 7(3)(b)-(d) and (i) could be used to determine the seriousness of harm.
8 Proposed BSA sch 9, ss 2, 7(3)(9)
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there is no way for an individual posting content to know whether an assessment of serious
harm or classification of misinformation or disinformation has been made correctly, or indeed
whether such a determination has occurred at all.

7.2 Without an appropriate means for individuals to appeal a determination of 'serious harm' or
classification of misinformation (discussed below at section 8), the NSWCCL is concerned that
this aspect of the Draft Bill could limit public discourse with unchecked powers.

8 Individuals who have been adversely affected have no means to appeal a decision or
seek compensation

8.1 The Draft Bill does not propose a mechanism for individuals who have been adversely affected
by the application of a misinformation code or standard to appeal a decision made (eg, if content
has been incorrectly identified as misinformation) or to seek compensation if that decision had
damaging consequences (eg, such as loss of income resulting from removal of an
advertisement). Under the proposed regime, decisions that could cause adverse effects for
individuals (ie, what is in a code and how it is applied) are largely made by private sector
entities, removing the usual checks and balances that apply to government entities (such as,
administrative and judicial review).

8.2 The Draft Bill provide examples of matters that may be dealt with by a misinformation code or
standard, which includes a digital service provider's 'policies and procedures for receiving and
handling reports and complaints from end-users'.® However, this is merely an example not a
requirement of the proposed regime, and it does not specify whether these are complaints of
misinformation and disinformation or complaints by adversely affected parties. In addition, the
quality of the complaints mechanism is not addressed, nor is there regard for whether or not the
digital platform provider is required to respond to or act upon a complaint made.

8.3 Once a decision is made by a digital platform provider, assuming the affected individual knows
of the decision (which is not guaranteed), the avenues by which a person may challenge this
determination, or any processes that may have been implemented to manage misinformation
and disinformation, are not clear.

8.4  The NSWCCL acknowledges that the ACMA would have power to compel information, a
document or evidence from a digital platform provider regarding misinformation and
disinformation on the service, which may include a decision made to classify and act with regard
to that content.® However, the ACMA is not required to seek this information upon the request
of an individual, to publish it, or to act on it. In addition, this power also falls far short of an
individual's right to make a freedom of information request from an entity like ACMA.

8.5 The Department should consider the possible adverse impacts on individuals and mitigate
against potential misuse of decision making power that is effectively incontestable by
individuals.

9 Combating misinformation and disinformation will require more than a reporting
mechanism

9.1 Finally, the NSWCCL would like to highlight the approach of the European Council (the EC) to
dealing with disinformation. In addition to the reporting of the style contemplated by the Draft
Bill, the EC has also called for improved detection analysis and exposure of disinformation (eg,
fact checkers), the introduction of alerts on disinformation campaigns and improved societal

 Proposed BSA sch 9, s 33(3)(i).
19 Proposed BSA sch 9, s 18.
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awareness (ie, education).! We think there is great merit in these ideas and argue that these
would provide more thorough protections than solely a reporting mechanism.

The NSWCCL hopes that this submission will be of assistance to the Department and would be happy
to participate in further discussion.

Yours sincerely,

Sarah Baker
Secretary
NSW Council for Civil Liberties

Contact in relation to this submission: Anne Charlton

11 See, for example, the EC Code of Practice on Disinformation: 2022 Strengthened Code of Practice on Disinformation | Shaping Europe’s
digital future (europa.eu)






