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Algorithmic accountability BINGO
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Smartphones and IOT

Data Issues Cubed
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Data as business driver and risk

Data Collection & Use

Mergers, acquisitions, and new /updated consumer data collection,
A analytics and processing used to drive new products, new services,
new personalization & insights, and increase in direct to consumer
services

Core product offering, various Pll plus multiple
data sources, analytics & personalization

Core product offering, various Pll plus
personalization & consumer choice

Risk Gap

810z A1eniga uonepuno- AIjIgeIUNO22Y UOIEWIOLU| PUB US||N) J8)ad :82Jn0S

Risk
Core product offering, Controls
limited Pl
New Regulations
GDPR  Legal Fair and Just -
Ethical Requirements
peess Collection and Use of Information
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Deficit in digital trust

* Someone is making money from ‘my data’, and I’'m not
* I'm powerless and being gamed, so | click-through

 Cambridge Analytica, taking [insert] seriously, and FB billboarding the
world

* ABS and ‘Census fail’

e surveillance and tracking

* MyHealth Record opt-in to opt-out

 protections re secondary uses of MyHealth Record data

* non-digital - institutional abuses: banks, super funds, vulnerable kids,
vulnerable elderly...
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Are we barking mad(ly)?

* Alis not some ‘thing’ that is fundamentally different.

* Al is an application of advanced data analytics, sometimes ﬁresenting further tricky issues by
taking humans out-of-the-loop, or by being a black box with no explainability.

* Mostly, Al presents similar practical issues as to transparency and accountability by design issues
as the issues that we should already be grappling with in relation to here and now digita
applications and technologies, including:

smartphones,
personal loT - personal wellness devices and other health 10T applications,

loT applications where the affected individual doesn’t know they are observed or sensed,;
the MyHealth Record system

many health data linkage and data sharing initiatives.
» Susceptibility to common viruses, Al aversion and Al deference.
 Deference to Al and data science is really risky, but so is (any) human in the loop

* Need to be really clear about risks: specifically, uses and applications of data relating to humans
in ways that affect those humans, or other humans, or our environment.
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OUR GOAL T3 TO WRITE
BUGFREE SOFTLWARE.
TLL PAY A TEN-DOLLAR
BONUS FOR EVERY BUG
YOU FIND AMND FI%,

|
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Filling the gap through governance

* Explainability: the Brian Cox Test

e Sustainability and fly-by-night havoc

e Statements and principles — ethics washing and rights washing
* Agency: click-throughs, responsibility and blame shifting

* Causes: incentives and sanctions

* Enablers: caring and impact assessment capabilities (governance +
methodologies + tools + processes)

» FEAT/FATE: fair, equitable and explainable, accountability and
transparent

e Qutputs and outcomes: who's responsible for what, and why them?

< > DATA SYNERGIES
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Will the ’/,..-""dHmh“‘“n“\‘ Is this use of-the data
results lead to o o ApBFOpriSeey
disclosure? y 53
;', e “\‘
Ty S
i e B
Is there a \ A ! Is the user authorised
disclosure risk in Y /  to access and use the
the data itself? ) NN Y 4 data?

Has appropriate and
sufficient protection been
applied to the data?

Source: Australian Computer Society data sharing White Paper (forthcoming, Oct 2019
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RESPONSIBLE Al MADE EASY

FOR ORGANISATIONS

Using Artificial Intelligence (Al) in your company?

Help your customers understand and build their confidence in your Al solutions.

PRINCIPLES FOR RESPONSIBLE Al

DECISIONS MADE BY Al SHOULD BE
EXPLAINABLE,
TRANSPARENT AND FAIR

Al SYSTEMS, ROBOTS AND DECISIONS
SHOULD BE

HUMAN-CENTRIC

B FACTORS TO CONSIDER

INTERNAL
GOVERNANCE
STRUCTURES &

MEASURES

* Clear roles and
responsibilities in
your organisation

+ 50Ps to monitor
and manage risks

= S5taff training

MANAGEMENT
IN Al DECISION-
MAKING

* Appropriate
degree of human
invelvement

= Minimise the
nsk of harm to
individuals

OPERATIONS
MANAGEMENT

= Minimise bias in
data and model
= Regular reviews

of data and
model

CUSTOMER
RELATIONSHIP
MANAGEMENT

* Make Al policies
known to users

* Allow users to
provide feedback,
if possible

* Use simple
language

FIND OUT MORE ABOUT THE PD JDEL Al €
WWW.PDPC.GOV.SG/MODEL-AI-GOV.

An initiative by W, EESgovm d remsonas s
B pdpCii—




DEGREE OF HUMAN
INVOLVEMENT

FEFFFFFETTETFEFFFFEFFTFFTFFFF

Determine the degree of human involvement in your Al solution
that will mimimise the risk of adverse impact on individuals.

Human-out-of the-loop Human-in-the-loop

Al makes the final decision Al decides but the user IUzer makes the final

without human involvement,  can override the choice, decision with recommendations
2.g. recommendation e.g. GP5 map navigations. or input from Al e.g. medical
engines. diagnosis solutions.

An online retail store wishes to use Al to fully automate the
recommendation of food products 1o individuals based on
their browsing behavicurs and purchase history.

What should be assessed?

What is the hamm?
One possible harm could be recommending products that
the customer does not need orwant

Is it a serious problem?

Wrong product recommendations would not be a sericus
problem since the customer can still decide whether or not
to sccept the recommendations.

Recommendation:
Given the low severity of harm, the human-out-of-the loop
model could be considered for adoption.




Low Levels of Personal
Information / Sensitivity. Simple
access frameworks via open
data “marketplaces”

Most Accessible

Low Level of Governance

Data available under
Ethics approval.
Access frameworks working
with strict governance.

Data available via access
protocols including “safe”
versions of data assets

Least Accessible

High Level of Governance

Moderate Sensitivity.
Application of access
protocols.

DATA SYNERGIES

Data available under
strict access protocols

Source: Australian Computer Society data sharing White Paper
(forthcoming, Oct 2019
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Not Safe Projects

First stage Ethics, 2 stage Ethics, 3 stage Ethics, Final stage Ethics,

PlA Assessment, Pla and PiLA and Plas and

Rigorous People Technology Technology Technology
Checks, Assessment, Assessment, Assessment,

Restrict Access Restrict Access. Restrict Access. Restrict Access.
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Safety
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Lowest Value

Coflect and

Project Scoped : Analyse Data Evaluate Release
OQrganise Data
COutputs COutputs
Value Created
DATA SYNERGIES Source: Australian Computer Society data sharing White Paper (forthcoming, Oct 2019
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What is your primany

‘using data In Ss progect?

What are your main use cases ad business.
ITRCRCRTT

Arm yau for How
‘and Bor wharm?

Are you repincing another product OF service os
- resufl of B project?
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data sources
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Openness and
transparency

How open cam you be alwest This project?

T ki e Dediess Tor oodback on She projeot?
IHw will you commradlcate Hinterally T

Wl you publish your actions and anewers s this
s ogreniy T

Open Data Institute #DataEthicsCanvas

Data Ethics Canvas

Ethical and
legislative context

What sxisting sfical codes. apply 1o your sscior

of project T Whai legislation, policies, or obiar

mgulation shape how yooa uss dota? Wieat

requirsments do they intraduce?

CoFaben Wb Ao o i FUMEn Fgnes; dmn
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o smctons (eg health, smploymant, taxasion).

Negative effects
on people

Who could be negetiely affected by this project?
Ccealdl the wey Sl Gaba s collecied, used or
ShEre O Cl WGy OF o= nohioiss o kak
ol baelng ro-identifed? Gould § be used o larged,
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Rights around
data sources
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Minimising

negative impact
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project?

Your actions

“What actons wil you tales belons mmosing
dorward with Bhis project? Which should tain
priority?

Who will Be responsible for ase actions, and
hea roust be mvohed T

Wil you aperly putlish your actions and
arerenn b s comes?




Wheat and chaff, good and bad
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* owners, custodians and . ’data isn't oil* - harvesting v
stewards: value creation

asset and liability PO AN TR e g

* observed data and

R ; — transformation and
'digital exhaust

insights

e volunteered,
transformed,
curated and inferred
data

— algorithms, processes and
methodologies



|s data your best asset
(that you never own)?

* rights and duties of custodians and
stewards

* end-to-end data governance

e contracts, trade secrets, IP
ownership, privacy and trust

* relative confidentiality

 differential privacy, labs and clean
rooms

e supply and demand side data
ecosystems

(unilateral) contracts

»a2
CONNECTED




Data Analytics Project Review Framework

Cost

610z Adenuer sa1819UAs eieq :924n0S

Time

Gate 1 CE1 (S Gate 3 Post-lmp Review

Data Impact Assessment Outputs (Agile) Outcomes FeedbAckaRERIe ovement

Ethics Review (if Human Research) ' Assessment Assessmé‘n\
\ Revise DIA + ER check DIA o
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